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Abstract. When does the double cover of the three-sphere branched along an al-
ternating link bound a rational homology ball? Heegaard Floer homology generates
a necessary condition for it to bound: the link’s chessboard lattice must be cubiq-
uitous, implying that its normalized determinant is less than or equal to one. We
conjecture that the converse holds and prove it when the normalized determinant
equals one. The proof involves flows on planar graphs and the Hajós-Minkowski
theorem that a lattice tiling of Euclidean space by cubes contains a pair of cubes
which touch along an entire facet. We extend our main results to the study of
ribbon cobordism and ribbon concordance.

1. Introduction

Casson raised the open-ended problem to determine which rational homology 3-
spheres bound smooth rational homology 4-balls [20, Problem 4.5]. Lisca solved the
problem for lens spaces in an influential paper [21]. His method is to take a putative
rational homology ball filling a lens space and to glue it along its boundary to an ap-
propriate linear plumbing of disk bundles over spheres. The result is a smooth, closed,
oriented, definite 4-manifold, so by Donaldson’s theorem, its intersection pairing is
isometric to the lattice of integer points in Euclidean space of some dimension. As
a consequence, the intersection pairing of the linear plumbing embeds with full rank
into the Euclidean lattice. Lisca showed the converse: whenever such lattice embed-
dings exist for the linear plumbings which fill both a lens space and its orientation
reversal, the lens space does bound a rational homology ball.

Lisca’s work established a surprising theme: a necessary lattice embedding obstruc-
tion from Donaldson’s theorem, plus a twist, is sufficient; moreover, the examples
which pass it fall to a recursive construction. Both the solution of the lens space real-
ization problem and McCoy’s theorem on alternating knots with unknotting number
one can be viewed in this light [13, 23].

The motivation for this work is to extend Lisca’s result to double covers of the
three-sphere branched along an alternating link. The pertinent lattice embedding ob-
struction here is cubiquity, which appeared earlier, if somewhat obscurely, in [11]. In
line with the theme, we conjecture that the obstruction is sufficient (Conjecture 2),
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and we prove it under a natural numerical condition involving the normalized de-
terminant (Theorem 3). We take a step further by establishing a generalization of
cubiquity for ribbon rational homology cobordisms between branched double covers
of alternating links (Theorem 4). Once more, we conjecture that the obstruction
is sufficient (Conjecture 6), and we prove it under a condition on the normalized
determinant (Theorem 7).

1.1. The main result. We work in the smooth category. A link L ⊂ S3 with
det(L) ̸= 0 is χ-slice if it bounds a properly embedded surface F ⊂ D4 with χ(F ) = 1
and no closed components. It is χ-ribbon if it bounds a χ-slice surface F for which
the radial distance function on D4 restricts to a Morse function on F without index-2
critical points; equivalently, there exists a cobordism in S3 × [0, 1] from ⃝× {0} to
L×{1} built from 0- and 1-handles. Let Σ(L) denote the double cover of S3 branched
along L, and let Σ(F ) denote the double cover of D4 branched along F . If L is χ-
slice, then Σ(F ) is a rational homology ball with boundary Σ(L) [5, Proposition 2.6].
Hence for det(L) ̸= 0, we have the implications

L χ-ribbon =⇒ L χ-slice =⇒ Σ(L) rationally nullbordant.

Moreover, the set of links having any one of these three properties is closed under
arbitrary connected sum.

An alternating link has determinant zero if and only if it is split. Let L be a non-
split alternating link and D an alternating diagram of L. We give the regions of D a
chessboard coloring according to the convention that near each crossing the coloring
appears as in .

The black Tait graph of D is a planar graph G(D) which has one vertex in each
black region and one edge through each crossing of D joining the vertices in the
incident black regions. Let Λ(D) denote the lattice of integer-valued flows on G(D).
The resolution of the Tait flyping conjecture [24], or alternatively the main result of
[12], leads to the following result: if D is reduced, and if D′ is another alternating
diagram of L, then Λ(D′) is isometric to a stabilization Λ(D) ⊕ Zn for some n ≥ 0,
where Zn denotes the lattice of integer points in Euclidean space Rn, and n = 0 if and
only if D′ is reduced. Thus, we can unambiguously define Λ(L) to be the isometry
type of Λ(D), where D denotes a reduced alternating diagram of L.
A lattice is cubiquitous if it admits an embedding into some Zn in such a way that

its image Λ contains a point in each unit cube with integer vertices:

cubiquity: Λ ∩ (x+ {0, 1}n) ̸= ∅, ∀x ∈ Zn.

The following result follows from [11]:

Theorem 1. If Σ(L) bounds a rational homology ball, then Λ(L) is cubiquitous.

We rederive Theorem 1 in Section 6. We conjecture here that the converse holds:

Conjecture 2. If Λ(L) is cubiquitous, then Σ(L) bounds a rational homology ball.
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Moreover, we expect that there exists an algorithm to construct a rational ball filling
Σ(L) if Λ(L) is cubiquitous.
Suppose that Λ ⊂ Zn is cubiquitous. By Proposition 2.1, the cube {0, 1}n contains

a point from each coset of Λ, leading to the inequality [Zn : Λ] ≤ 2n. The first value
is the square root of the lattice determinant [Λ∗ : Λ], and the second is 2 raised to
the rank rk(Λ). The inequality motivates a definition: for a lattice Λ, the normalized
determinant is the value

det(Λ) := det(Λ)/4rk(Λ).

Thus, det(Λ) ≤ 1 if Λ is cubiquitous. We define in turn the normalized determinants
of a chessboard-colored alternating link diagram D and an alternating link L by
setting

det(D) := det(Λ(D)), det(L) := det(Λ(L)).

Thus, Theorem 1 implies that det(L) ≤ 1 if Σ(L) bounds a rational homology ball.
Our main result, Theorem 3, establishes Conjecture 2 under the assumption that

det(L) = 1. Observe that if Λ is cubiquitous, then det(Λ) = 1 if and only if each
unit cube in Zn contains a unique point of Λ. Equivalently, centering a cube of side
length 2 at each point of Λ, we obtain a lattice tiling of Rn by cubes. We call Λ a
2-cube tiling lattice in this case. See Figure 1. Lattice tilings by cubes are highly
constrained. Minkoswki conjectured in 1896 that in any lattice tiling by cubes, every
cube must intersect some other cube in an entire codimension-1 face of each [26].
Hajós proved Minkowski’s conjecture in 1942 [15]. (The references [34, 37] describe
an interesting history and related results.) Hajós’s theorem implies that every 2-
cube tiling lattice in Zn has, up to reordering the orthonormal basis of Zn, a basis
consisting of the columns of a lower triangular matrix H with 2’s on its diagonal and
0’s and 1’s below (Theorem 2.2). Using Theorem 2.2, we determine when the lattice
of flows on a planar graph is a 2-cube tiling lattice (Theorem 4.4). We show that
such graphs admit a simple recursive construction. Moreover, for each such graph,
the corresponding alternating link L is χ-ribbon, so Σ(L) bounds a rational ball.

We now describe the construction and the main result in the language of link
diagrams. Define a composition of nontrivial chessboard-colored alternating diagrams
D1 and D2, as shown in Figure 2. In words,

• remove a crossing ball from each of D1 and D2;
• form a tangle sum of the resulting pair of tangles T1 and T2;
• introduce an unknotted component into the diagram along the circle where
the tangle sum takes place; and

• add crossings and color consistently with D1 and D2 to obtain a chessboard-
colored alternating diagram D.

Note that following the choice of crossing balls in the first step, there are two ways
to make a tangle sum in the second step to ensure consistency in the final step.
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Figure 1. (a) A 2-cube tiling lattice Λ ⊂ R2.
(b) A Hajós matrix H with ΛH = Λ.
(c) A graph G with Flow(G) = ΛH and cycles Ci such that [Ci] = hi.
(d) A chessboard-colored alternating diagram D with black graph G
and Λ(D) = Flow(G) = ΛH = Λ.
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Figure 2. The recursive construction of D.

Recursively define a set D of chessboard-colored alternating diagrams by declaring
that , ∈ D and that D ∈ D whenever D is a composition of D1, D2 ∈ D.

Theorem 3. Let D be a chessboard-colored alternating diagram of a link L with
det(D) = det(L) = 1. The following are equivalent:

(1) L is χ-ribbon;
(2) L is χ-slice;
(3) Σ(L) is rationally nullbordant;
(4) the lattice Λ(D) is a 2-cube tiling lattice; and
(5) D is a connected sum of diagrams in D.

Moreover, D and L are prime if and only if D ∈ D, and D is reduced if and only if
it is a connected sum of diagrams in D \ { }.

Proof. The implications (1) =⇒ (2) =⇒ (3) were described above. The implication
(3) =⇒ (4) was as well, and we supply the details in Corollary 6.2 and in the paragraph
following Proposition 2.1. The implication (4) =⇒ (5) is contained in Corollary 4.5,
which is the culmination of Sections 2, 3, and 4. Lastly, for the implication (5) =⇒ (1),
observe that if D1 and D2 compose to D, then there exists a cobordism involving a
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Figure 3. A ribbon cobordism of Euler characteristic zero from
L1#L2 to L.

single 0-handle and a single 1-handle from a connected sum L1#L2 to L, as displayed
in Figure 3 (diagram D∗ represents link L∗). Since the unknot L0 is trivially χ-
ribbon and connected sum preserves χ-ribbonness, the recursive construction of D
gives (5) =⇒ (1). □

1.1.1. A corollary on crossing number. The inductive construction of D and the res-
olution of Tait’s conjecture on crossing number [19, 27, 35] shows that the crossing
number of a nontrivial, det = 1, χ-slice, prime, alternating link is congruent to 1
(mod 3). For instance, this criterion shows that the pretzel P (1, 2, 4, 4), which is a
nontrivial, det = 1, prime, alternating link, is not χ-slice.

1.1.2. An algorithm. Theorem 3 provides the following simple algorithm, at most qua-
dratic in the number of crossings, to test whether a nontrivial, connected, chessboard-
colored, prime alternating diagram D presents a χ-slice alternating link L with
det = 1. We begin with an input diagram D and test whether there exists a decom-
posing circle, i.e., a component which has no crossings with itself and four crossings
with the rest of the diagram. As we show in Corollary 4.5, the set D is closed under
the inverse of the composition used to form D from D1 and D2 above. If a decom-
posing circle exists, then we decompose D along it into a pair of diagrams D1 and
D2 with cr(D1) + cr(D2) = cr(D)− 2. Iterate until reaching a collection of diagrams,
none of which contains a decomposing circle. Then L is χ-slice with det = 1 if and
only if each diagram is a copy of .

1.1.3. Complexity of rational balls. If L is a χ-slice alternating link with det(L) = 1
and det(L) = 4n, then the proof of Theorem 3 shows that L bounds a χ-ribbon surface
F with n+1 0-handles and n 1-handles. The rational ball Σ(F ) therefore has a handle
decomposition with 1 0-handle, n 1-handles, and n 2-handles (see for example [8, 29]).
Given how naturally this decomposition arises, one may pause to ask whether this
decomposition has the minimum complexity (number of handles) amongst all rational
balls filling Σ(L). However, this is not the case: one in a family of examples which
bound a χ-ribbon surface with two 0-handles and one 1-handle appears in Figure 4.
Still, it would be interesting to study minimum complexity rational balls filling the
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Figure 4. A single band move transforms the det = 1 alternating
link pictured into a two-component unlink.

examples of Theorem 3. Which examples bound a rational ball consisting of a single
0-, 1-, and 2-handle?

1.2. Ribbon cobordism and concordance. Our techniques extend to the finer
relation of ribbon cobordism between branched double covers of alternating links.
Recall that a rational homology cobordism W : Y1 → Y2 is a ribbon cobordism if it
admits a handle decomposition rel Y1 composed of 1- and 2-handles [4]. A rational
homology cobordism W : Y1 → Y2 is a quasi-ribbon cobordism if the restriction map
H2(W ;Z) → H2(Y1;Z) surjects [18, Definition 2.1.2]. In this language, every ribbon
cobordism is a quasi-ribbon cobordism [4, Lemma 3.1].

Generalizing the notion of cubiquity, suppose that Λ1 is an arbitrary lattice. A
stabilization of Λ1 is the direct sum of Λ1 with a Euclidean lattice of some rank.
Suppose that Λ1 is not the stabilization of another lattice. A sublattice Λ2 ⊂ Λ1⊕Zm

is cubiquitous if every unit cube x+ {0, 1}m, x ∈ Λ1 ⊕ Zm, contains a point of Λ2.
In what follows, let L1 and L2 denote a pair of non-split alternating links.

Theorem 4. Suppose that there exists a quasi-ribbon cobordism W : Σ(L1) → Σ(L2).
Then Λ(L2) admits a cubiquitous embedding into a stabilization of Λ(L1).

Theorem 4 generalizes Theorem 1, because puncturing a rational ball filling Σ(L2)
yields a quasi-ribbon cobordism from S3 = Σ(⃝) to Σ(L2). The proof of Theorem 4
merges the proof of Theorem 1 with a rigidity result concerning embeddings of graph
lattices into Euclidean lattices established in [12]. We obtain a monotonicity property
of det as a result, a common theme in the study of ribbon cobordism:

Corollary 5. If there exists a quasi-ribbon cobordism from Σ(L1) to Σ(L2), then
det(L2) ≤ det(L1).

Just as Theorem 4 generalizes Theorem 1, one could make a very optimistic im-
provement on Conjecture 2:

Conjecture 6. If Λ(L2) admits a cubiquitous embedding into a stabilization of Λ(L1),
then there exists a ribbon cobordism from Σ(L1) to Σ(L2).
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Even in the case that L1 = ⃝, Conjecture 6 strengthens Conjecture 2, as it asserts the
existence of a ribbon rational homology ball filling Σ(L2) when Λ(L2) is cubiquitous.
The special case of Conjecture 6 in which det(L1) = det(L2) seems quite tractable.

Using Theorem 4, we can classify pairs of links from Theorem 3 related by a ribbon
χ-concordance. A cobordism F : L1 → L2 in S

3× [0, 1] is a χ-concordance if χ(F ) = 0
and F has no closed components, and it is a ribbon χ-concordance if, in addition,
projection to [0, 1] defines a Morse function on F with no index-2 critical points.
Note that there is no assumption placed on the orientability of F . The terminology
comes from [17, Definition 2.1], which differs somewhat from [5, Definition 2]. The
result comes in the form of a partial order ⪯ on D. Fix any chessboard colored
diagram D0 ∈ D. Recursively define D0 ⪯ · by declaring that D0 ⪯ D0 and that
D0 ⪯ D if D is a composition of D1, D2 ∈ D with D0 ⪯ D1.

Theorem 7. Suppose that D1, D2 ∈ D − { } are chessboard-colored diagrams of
prime, χ-slice, det = 1 alternating links L1, L2. The following are equivalent:

(1) there exists a ribbon χ-concordance F : L1 → L2;
(2) there exists a ribbon cobordism W : Σ(L1) → Σ(L2);
(3) there exists a quasi-ribbon cobordism W : Σ(L1) → Σ(L2);
(4) Λ(D2) admits a cubiquitous embedding into a stabilization of Λ(D1); and
(5) D1 ⪯ D2.

We close with a pair of related conjectures:

Conjecture 8. If W : Y1 → Y2 is a ribbon rational homology cobordism and Y2 is the
branched double cover of an alternating link, then so is Y1.

Conjecture 9. If F : L1 → L2 is a χ-ribbon concordance and L2 is an alternating
link, then so is L1. In particular, if F : K1 → K2 is a ribbon concordance and K2 is
an alternating knot, then so is K1.

Conjecture 9 would follow from Conjecture 8 and [12, Conjecture 1.4], which remains
unsolved: if Σ(L0) ∼= Σ(L1) and L0 is alternating, then so is L1.

As evidence, both conjectures hold if L2 a 2-bridge link, in which case Σ(L2) is a
lens space. In this case, the inclusions of the boundary components into W induce
maps π1(Σ(L1)) ↪→ π1(W ) ↞ π1(Σ(L2)) [9, Lemma 3.1]. Hence all groups under
consideration are finite cyclic groups; hence Σ(L1) is a lens space, by the Geometriza-
tion Theorem; hence L1 is a 2-bridge link, by a theorem of Hodgson-Rubinstein [16,
Corollary 4.12]. We thank Marius Huber for describing this argument.

1.3. Organization. Section 2 develops the basic results about 2-cube tiling lattices.
Section 3 develops the basic results about the lattice of flows on a finite graph, spe-
cializing to the case of a planar graph. Section 4 combines the results of the previous
sections to characterize when the lattice of flows on a planar graph is a 2-cube tiling
lattice, leading to the proof of Theorem 3. Section 5 extends these results to prove
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Theorem 7, assuming Theorem 4. Section 6 explains how the cubiquity condition
issues from Heegaard Floer homology and establishes Theorem 4. Section 7 describes
some more examples related to this work, and also a strengthening of Conjecture 2.

Acknowledgements. We thank Vitalijs Brejevs for a helpful question, Marius Hu-
ber for helpful conversations, and the anonymous referee for a careful reading and
corrections. The main work in this article began in UQàM during the CRM thematic
program on Low-Dimensional Topology in 2019, and continued during the Braids
semester in ICERM in 2022, and we thank these institutions for their hospitality.

2. Lattices and cube tilings

In this section, we prove Theorem 2.2 and establish some basic properties of 2-cube
tiling lattices and their Hajós matrices. We begin with the more general notion of
cubiquitous lattices. Recall that a lattice Λ = (A, q) is a finitely generated free abelian
group A together with a symmetric non-degenerate bilinear pairing q : A × A → R.
It is called an integral lattice if q takes values in Z. Any subgroup of A gives rise
to a sublattice with the restricted pairing. A key example for us is the Euclidean
lattice Zn of integer points in Euclidean space, with pairing given by the dot product
and with orthonormal basis e1, . . . , en. As in the introduction, call a subset S ⊂ Zn

cubiquitous if it contains a point in every unit cube:

S ∩ (x+ {0, 1}n) ̸= ∅, ∀x ∈ Zn.

A lattice Λ is cubiquitous if it admits a lattice embedding in Zn with cubiquitous
image. Such embeddings need not be unique.

Proposition 2.1. The following conditions on a sublattice Λ ⊂ Zn are equivalent:

(1) Λ is cubiquitous;
(2) every coset of Λ is cubiquitous;
(3) every coset of Λ contains a point of the unit cube {0, 1}n.

Proof. (1) =⇒ (2): Suppose that Λ is cubiquitous. Take any coset y+Λ and any unit
cube Q = x+ {0, 1}n, x, y ∈ Zn. The cube Q′ = x− y + {0, 1}n contains an element
z of Λ; then y + z ∈ (y + Λ) ∩Q.

(2) =⇒ (3): Immediate.
(3) =⇒ (1): Let Q = x+ {0, 1}n be a unit cube. By (3), there exists z ∈ {0, 1}n in

the same coset as −x, and then x+ z ∈ Λ ∩Q. □

The determinant (a.k.a. the discriminant) of a lattice Λ is the order of the finite
group Λ∗/Λ, where Λ∗ = HomZ(Λ,Z) denotes the dual lattice. The determinant of
a finite index sublattice of Zn is the square of the order of the quotient Zn/Λ. By
Proposition 2.1, |Zn/Λ| ≤ |{0, 1}n| = 2n if Λ is cubiquitous. Hence a cubiquitous
lattice of rank n has determinant at most 4n. A cubiquitous sublattice Λ of Zn with
maximal determinant 4n has the property that it intersects each unit cube in a unique
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point. It follows that the elements of Λ are the centers of a tiling of Rn by cubes of
side length 2. We therefore refer to these lattices as 2-cube tiling lattices.
One may construct such 2-cube tiling lattices recursively as follows. There is a

unique such lattice 2Z ⊂ Z in rank 1. Given a 2-cube tiling lattice

Λn−1 ⊂ Zn−1 = {(x1, . . . , xn) ∈ Zn : x1 = 0},
we seek a 2-cube tiling lattice Λ ⊂ Zn with Λ ∩ Zn−1 = Λn−1. Such a lattice must
contain a unique point in the cube (1, 0, . . . , 0) + {0, 1}n. As Λ ∩ {0, 1}n = {0}, the
point in question necessarily takes the form (2, x2, . . . , xn) with each xi ∈ {0, 1}. Any
such point together with Λn−1 generates a cubiquitous lattice Λ. It follows that for
Λ ⊂ Zn constructed in this way, a basis is given by the columns of a lower triangular
matrix H of rank n with 2’s on the diagonal and below-diagonal entries in {0, 1}. We
refer to such a matrix as a Hajós matrix. Given any Hajós matrix H, the columns of
H form a basis for a 2-cube tiling lattice ΛH in Zn.

It turns out that all 2-cube tiling lattices arise from the preceding construction:

Theorem 2.2. Let Λ be a 2-cube tiling lattice in Zn. Then up to isomorphism of Zn,
Λ = ΛH for some Hajós matrix H. If H and H ′ are Hajós matrices, then ΛH = ΛH′

if and only if H = H ′.

We break the proof into three lemmas which will be of individual use later on.

Lemma 2.3. Let Λ ⊂ Zn be a 2-cube tiling lattice. Then the image of Λ under an
automorphism of Zn given by reordering the orthonormal basis elements is ΛH for
some Hajós matrix H.

Proof. Hajós’s theorem states that every lattice tiling of Rn by cubes has a pair of
cubes that share a codimension-1 face [15]. It follows that Λ contains 2ei for some i;
we apply a permutation of the orthonormal basis so that hn := 2en ∈ Λ. Complete hn
to a basis B for Λ, and letM denote the matrix of the inclusion Λ ↪→ Zn with respect
to the bases B and {e1, . . . , en}. Let Λ′ ⊂ Zn−1 = {(x1, . . . , xn) ∈ Zn : xn = 0} be the
image of Λ under projection orthogonal to en. Let B

′ denote the set of the projections
of the elements of B−{hn} to Λ′. Then B′ is a basis for Λ′. LetM ′ denote the matrix
of the inclusion Λ ↪→ Zn−1 with respect to the bases B′ and {e1, . . . , en−1}. We see
that detM = 2detM ′, from which it follows that det Λ′ = 4n−1. Also, cubiquity of
Λ′ follows from that of Λ. Hence Λ′ is a 2-cube tiling lattice. By induction we may
reorder the orthonormal basis of Zn−1 such that Λ′ has a basis (possibly different from
B′) given by the columns of a Hajós matrix H ′. It follows that a basis for Λ is given
by the columns of a lower triangular matrix H ′′ with 2’s on the diagonal, and whose
top-left (n − 1) × (n − 1) submatrix equals H ′. By adding appropriate multiples of
the last column to the remaining columns we may convert H ′′ into a Hajós matrix H
with Λ = ΛH′′ = ΛH . □

Lemma 2.4. Let Λ ⊂ Zn be a 2-cube tiling lattice, and let x ∈ Λ. Then the first
nonzero entry of x is even.
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Proof. Let H be a Hajós matrix for Λ, and let h1, . . . , hn be the columns of H.
Write x =

∑
aihi, and suppose that aj is the first nonzero coefficient. Then x =

(0, . . . , 0, 2aj, . . . ). □

We refer to a vector of the form (0, . . . , 0, 2, xk+1, . . . , xn) ∈ Zn, with each xi ∈
{0, 1}, as a Hajós vector.

Lemma 2.5. Let H be a Hajós matrix of rank n. Then the only Hajós vectors in ΛH

are the columns of H. If H ′ is another Hajós matrix of rank n, then

ΛH = ΛH′ ⇐⇒ H = H ′.

Proof. Let h ∈ ΛH be a Hajós vector whose j-th entry is 2, and let hj be the j-th
column of H. Then h − hj is an element of ΛH with entries in {−1, 0, 1}, so by
Lemma 2.4 it must be zero. The last claim of the lemma follows immediately: if
ΛH = ΛH′ , then the columns of H ′ are Hajós vectors in ΛH . □

We therefore refer to the columns of H as the Hajós basis of ΛH .

Proof of Theorem 2.2. This follows from Lemmas 2.3 and 2.5. □

Remark. Different Hajós matrices H and H ′ may give rise to isomorphic lattices
ΛH and ΛH′ . This is a consequence of the fact that various choices are made in the
construction of H as described in the proof of Lemma 2.3: at each stage in the process
one considers a 2-cube tiling lattice Λ′ and chooses a vector of the form 2ei ∈ Λ′ which
gives rise to one of the columns of the Hajós matrix. There may be more than one
such vector to choose from at each stage, and in addition one could replace ei by −ei
and use −2ei instead of 2ei.

The smallest example of this phenomenon is given by the Hajós matrices

H =

2 0 0
1 2 0
0 1 2

 and H ′ =

2 0 0
1 2 0
1 1 2

 .
One obtains H ′ from H (or vice versa) by multiplying the first row and first column
by −1, and then adding appropriate multiples of the second and third columns to the
first so that the entries below the diagonal are in {0, 1}. This corresponds to a sign
choice at the last step of the construction from the proof of Lemma 2.3.

Lemma 2.6. Let Λ ⊂ Zn be a 2-cube tiling lattice, and let y ∈ Λ with y ·y = 4. Then
there exists a Hajós matrix H and an isomorphism from Λ to ΛH taking y to the last
column of H.

Proof. Let H ′ be a Hajós matrix with Λ = ΛH′ . By Lemmas 2.4 and 2.5, it follows
that ±y = 2ei is a column of H ′. We obtain H from H ′ by transposing the i-th row
and column with the n-th row and column, and then if necessary changing the sign
of the last row and column of the result. □
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2.1. Special elements. We call an element z of a lattice Λ simple if it is not possible
to write z = x+ y for nonzero elements x, y of Λ with x · y > 0. We call it irreducible
(also known as indecomposable, or a strict Voronoi vector), if it is not possible to
write z = x + y for nonzero elements x, y of Λ with x · y ≥ 0. We call it rigid if
it is simple and has a unique decomposition as a sum of (two) nontrivial orthogonal
elements. For more on irreducible elements see [3, 7].

Lemma 2.7. Hajós vectors in a 2-cube tiling lattice ΛH are irreducible. If hj, hk ∈ ΛH

are distinct Hajós vectors, then hj−hk is irreducible if hj ·hk > 0 and rigid if hj ·hk = 0.

Proof. Let z = (z1, . . . , zn) ∈ ΛH ⊂ Zn be a Hajós vector or the difference of two
distinct Hajós vectors. By Lemma 2.5, one or two entries of z have absolute value
2, and all other entries have absolute value 0 or 1. Suppose that z = x + y with
x, y ∈ ΛH . Write x = (x1, . . . , xn) and y = (y1, . . . , yn). If |zi| = 2, then

xiyi


= 1, if |xi| = |yi| = 1;

= 0, if {|xi|, |yi|} = {0, 2}; and
≤ −1, otherwise.

If instead |zi| < 2, then

xiyi


= 0 if {xi, yi} = {0, zi};
= −1 if {xi, yi} = {1,−1}; and
≤ −2 otherwise.

Suppose that z = hk is a Hajós vector. We see that in order to have x · y ≥ 0 we
must have {|xk|, |yk|} = {0, 2} or {1, 1} and all other entries of x and y have absolute
value at most one. Hence one of x and y has no nonzero even entry, so Lemma 2.4
implies it is 0. It follows that Hajós vectors are irreducible.

Suppose instead that z = hj −hk is a difference of distinct Hajós vectors. Without
loss of generality, j < k. Then zj = 2, zk ∈ {−1,−2}, and all other entries zi are in
{−1, 0, 1}.

If zk = −1, then hj · hk > 0 and the previous argument shows that z is irreducible.
This gives one of the desired outcomes.

We henceforth assume that zk = −2 and establish the other outcome. A simi-
lar application of Lemma 2.4 in this case shows that x · y ≥ 0 is possible only if
{|xj|, |yj|} = {|xk|, |yk|} = {0, 2} and {xi, yi} = {0, zi} for i /∈ {j, k}, showing that
in fact x and y have disjoint support and x · y = 0. We may assume without loss of
generality, again using Lemma 2.4, that xj = 2 and yk = −2. Moreover these are the
first nonzero entries of both x and y.

Write x =
∑

i aihi in terms of the columns of the Hajós matrix H. The vectors x
and hj agree in every coordinate up through the k-th. Since H is lower triangular
with non-zero diagonal, it follows that aj = 1 and otherwise ai = 0 for i ≤ k. Thus,
we have x = hj +

∑
i>k aihi. Similarly, writing y in the Hajós basis, its coefficient on
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hk is −1 and its coefficient on hi is 0 for i < k. Substituting these expressions for x
and y in hj − hk = x+ y yields y = −hk −

∑
i>k aihi. If there exists a value i > k for

which ai ̸= 0, then let m denote the smallest such. The m-th entries of x and hj are
in {−1, 0, 1} and differ by 2am ̸= 0, and the same applies to the m-th entries of y and
hk. It follows that all entries in question are ±1; but then m ∈ supp(x)∩supp(y) = ∅,
a contradiction. Consequently no such value m exists, and we infer that x = hj and
y = −hk. Hence hj · hk = 0 and hj − hk is rigid, as required. □

2.2. Indecomposable summands. A lattice Λ is indecomposable if any orthogonal
direct sum decomposition Λ = Λ1⊕Λ2 implies that Λ1 = 0 or Λ2 = 0. Eichler proved
that every lattice admits an orthogonal direct sum decomposition into indecomposable
lattices, unique up to order of factors [25, Theorem II.6.4]. If B is a basis of Λ
consisting of irreducible elements, then we can describe this decomposition in the
following way. Put an equivalence relation ∼ on B by declaring that b ∼ b′ if there
exists a sequence of elements b = b1, . . . , bk = b′ in B such that bi · bi+1 ̸= 0 for all i =
1, . . . , k− 1. Then the equivalence classes of B under ∼ generate the indecomposable
summands of Λ. For a proof, see [13, Section 3.1].

Corollary 2.8. If Λ = Λ1 ⊕ Λ2, then Λ is a 2-cube tiling lattice if and only if both
of Λ1 and Λ2 are. Hence the indecomposable summands of a 2-cube tiling lattice are
2-cube tiling lattices.

Proof. Let Λ be a 2-cube tiling lattice with Hajós matrix H. By the preceding para-
graph and Lemma 2.7, a decomposition Λ = Λ1 ⊕ Λ2 corresponds to a partition
B1 ⊔ B2 of the columns of H such that h1 · h2 = 0 for all hi ∈ Bi, i = 1, 2. Permute
the columns of H so that those of B1 precede all those of B2, preserving the order
within each Bi, and apply the same permutation to its rows. Doing so puts H into
block diagonal form H1 ⊕ H2, where H1 and H2 are Hajós matrices, and Λi

∼= ΛHi
,

i = 1, 2.
For the other implication note that cubiquity is preserved under orthogonal direct

sum, and the additivity properties of rank and determinant. □

3. Lattices and flows on graphs

In this section we study the lattice of integer-valued flows on a finite graph, with a
focus on planar graphs. More details and relevant graph theory appear in [2, 7, 12].

3.1. Flows and cuts on finite graphs. Let G be a finite graph, and fix an arbitrary
orientation of the edges of G. Doing so gives G the structure of a CW complex and
produces an affiliated cellular chain complex

0 → C1(G;Z)
∂→ C0(G;Z) → 0.

The chain groups C0(G;Z) and C1(G;Z) inherit the structures of Euclidean lattices
by declaring the vertex set and the oriented edge set to form orthonormal bases V
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and E for these groups, respectively. The flow lattice of G is the sublattice

Flow(G) := ker(∂) ⊂ C1(G;Z).
Thus, Flow(G) is none other than H1(G;Z) equipped with a positive definite inner
product. Informally, an element of Flow(G) assigns a direction and a weight in Z≥0

to each edge of G such that at each vertex, the sum of the incoming weights equals
the sum of the outgoing weights.

With respect to the given orthonormal bases, we obtain an adjoint map

0 → C0(G;Z)
∂∗
→ C1(G;Z) → 0.

The cut lattice of G is the sublattice

Cut(G) := im(∂∗) ⊂ C1(G;Z).
The lattices Flow(G) and Cut(G) are complementary, primitive sublattices of C1(G;Z)
[12, Proposition 3.1].

An oriented subgraph H ⊂ G determines an element [H] ∈ C1(G;Z) by the rule
that for each e ∈ E, the pairing [H] · e equals +1, −1, or 0 depending on whether e
is an edge of H, its reversal e is an edge of H, or neither e nor e is an edge of H. We
distinguish a few important cases: the subgraph H is

• an oriented Eulerian subgraph if [H] ∈ Flow(G). Equivalently, H has an equal
number of incoming and outgoing edges at each vertex.

• an oriented cycle if [H] ∈ Flow(G), H is connected, and each vertex of H has
a single incoming and outgoing edge. We typically write H = C in this case.

• a oriented cut if [H] ∈ Cut(G). Equivalently, H is the set of all edges E(A,B)
directed from a vertex in a subset A ⊂ V to its complement B = V −A; that
is, [H] = ∂∗

∑
v∈A v.

• a oriented bond if [H] ∈ Cut(G) and, in the notation above, the subgraphs of
G induced on the vertex sets A and V − A are connected.

• an orientation if [H] · e = ±1, ∀e ∈ E. We typically write H = O in this case.

The support of x ∈ C1(G;Z) is the set supp(x) := {e ∈ E : x · e ̸= 0}; similarly,
supp+(x) = {e ∈ E : x · e > 0}, and supp−(x) = {e ∈ E : x · e < 0}. Let
Λ ⊂ C1(G;Z) denote either sublattice Flow(G) or Cut(G). An element y ∈ Λ is
primitive if its support is inclusion-minimal amongst all non-zero elements of Λ and,
in addition, y · e ∈ {−1, 0,+1}, ∀e ∈ E. Tutte proved that Λ is a regular lattice:
this means that for every x ∈ Λ, x ̸= 0, there exists a primitive element y such that
supp+(y) ⊂ supp+(x) and supp−(y) ⊂ supp−(x). Moreover, y ∈ Flow(G) is primitive
if and only if it is the class of an oriented cycle, and y ∈ Cut(G) is primitive if and
only if it is the class of a oriented bond [36].

3.2. Special elements in graph lattices. We now determine the indecomposable
summands and simple, irreducible, and rigid elements of a graph lattice; refer to the
beginnings of Section 2.1 and Section 2.2 for the definitions.
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We leave the proof of the first result as an exercise. While it is phrased as a
statement about graphs, it is, of course, just a statement about Euclidean lattices.

Proposition 3.1. In the lattice C1(G;Z),
(a) the indecomposable summands are the sublattices (e), where e ∈ E;
(b) the simple elements are the classes of oriented subgraphs of G;
(c) the irreducible elements are the elements ±e, where e ∈ E; and
(d) the rigid elements are the elements ϵ1e1 + ϵ2e2, where e1, e2 ∈ E are distinct and

ϵi ∈ {±1}.

A graph is 2-connected if it is connected and does not contain a cut-vertex or a
loop. The blocks of a finite graph G are its maximal induced 2-connected subgraphs.
A block is trivial if it consists of a single vertex or edge and nontrivial otherwise.

Proposition 3.2. In the lattice Flow(G),

(a) the indecomposable summands are the sublattices Flow(B), where B is a nontrivial
block of G;

(b) the simple elements are the classes of oriented Eulerian subgraphs of G;
(c) the irreducible elements of Flow(G) are the classes of oriented cycles of G; and
(d) the rigid elements are the classes of oriented Eulerian subgraphs of G which are

the edge-disjoint union of a pair of oriented cycles that intersect in at most one
vertex.

Statements (a), (b), and (c) should be considered well-known and can be deduced
from the references [2, 7, 12], but we elaborate on them here for completeness.

Proof. (a) Since each cycle in G is contained in a unique non-trivial block B of
G, it is clear that Flow(G) decomposes as a sum of the sublattices Flow(B). The
indecomposability of each summand Flow(B) then follows from [2, Proposition 4].

(b) Suppose that x ∈ Flow(G). Since Flow(G) is regular, we can write x = y1 +
· · ·+yk as a sum of primitive elements, where supp+(yi) ⊂ supp+(x) and supp−(yi) ⊂
supp−(x) for all i = 1, . . . , k. Suppose that |x · e0| > 1 for some e0 ∈ E. Then in the
preceding expression, we can locate some yi for which yi·e0 ̸= 0. Then x = yi+(x−yi),
and the condition on supports shows that (yi · e)((x− yi) · e) ≥ 0 for all e ∈ E, with
strict inequality if e = e0. Summing over all e ∈ E gives yi · (x− yi) > 0, so x is not
simple. It follows that if x is simple, then |x · e| ≤ 1 for all e ∈ E.
Conversely, suppose that |x · e| ≤ 1 for all e ∈ E. Write x = y + z with y, z ∈

Flow(G). Then (y · e) + (z · e) = x · e ∈ {−1, 0,+1}, ∀e ∈ E. This implies that
(y · e)(z · e) ≤ 0, ∀e ∈ E, whence y · z ≤ 0, so x is simple.
(c) From the preceding argument, we see that if x is simple, x = y+z, and y ·z = 0,

then supp(x) = supp(y)⊔ supp(z). This is possible if and only if y = 0, z = 0, or x is
not primitive. Hence x is irreducible if and only if x is the class of an oriented cycle.
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(d) Suppose now that x is simple, x = y + z, y · z = 0, and y, z ̸= 0. Then x, y,
and z, are simple, so x = [H], y = [H1], and z = [H2] for some non-empty Eulerian
subgraphs H, H1, and H2 with E(H) = E(H1) ⊔ E(H2).

If H = C1 ∪C2 is the edge-disjoint union of a pair of oriented cycles that intersect
in at most one vertex, then it follows that C1 = H1 and C2 = H2, up to reordering
the factors. Hence, in this case, [H] is rigid.
Conversely, if [H] is rigid, then each of H1 and H2 is a cycle (possibly plus some

isolated vertices). Suppose by way of contradiction that the cycles intersect in more
than one vertex. Then we can locate such a pair v and w so that the oriented path from
v to w along H1 does not contain any vertices of the cycle in H2 in its interior. Take
the union of this path with the oriented path from w to v in H2 to create an oriented
cycle C in H distinct from H1 and H2. Then [H] = [C] + [H −C] is a decomposition
into orthogonal nonzero elements distinct from [H] = [C1] + [C2], contradicting the
rigidity of [H]. Therefore, the cycles intersect in at most one vertex. □

We leave the proof of the following result as an exercise, as well, since it is formally
identical to the proof of Proposition 3.2(a)-(c). Note that we do not state a description
of the rigid elements of Cut(G), as we do not need it here.

Proposition 3.3. In the lattice Cut(G),

(a) the indecomposable summands are the sublattices Cut(B), where B is a nontrivial
block of G;

(b) the simple elements of Cut(G) are the classes of oriented cuts in G; and
(c) the irreducible elements of Cut(G) are the classes of oriented bonds in G. □

The next result combines the preceding descriptions of simple elements. It is re-
quired to prove Proposition 3.7.

Lemma 3.4. Suppose that H is an oriented subgraph of G. Then [H] ∈ Flow(G) ⊕
Cut(G) ⊂ C1(G;Z) if and only if [H] = [H1]+[H2], where H1 is an Eulerian subgraph,
H2 is a oriented cut, and H1 and H2 have disjoint edge sets.

Here is another way to phrase Lemma 3.4, in light of the preceding results. Suppose
that x1 ∈ Flow(G) and x2 ∈ Cut(G). Then x1 + x2 ∈ C1(G;Z) is simple if and only
if x1 is simple in Flow(G), x2 is simple in Cut(G), and supp(x1) ∩ supp(x2) = ∅.
Proof. The reverse direction is immediate from the definitions, so we prove the forward
direction. We may assume that G is connected, since otherwise one may simply work
with one connected component at a time. We proceed by induction on the number
of edges in H. Write [H] = x + y, where x ∈ Flow(G) and y ∈ Cut(G). Then we
may write y = ∂∗(z) for some z =

∑
v∈V zv · v ∈ C0(G;Z). Let m = max{zv : v ∈ V },

let A = {v ∈ V : zv = m}, and let B = V (G) − A. If B = ∅, then y = 0, and
H is an oriented Eulerian subgraph, as desired. Hence we may assume that B ̸= ∅,
and so the oriented cut E(A,B) is non-empty, as well. For every oriented edge
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e = (v, w) ∈ E(A,B), we have [H] · e ≤ 1, with equality if and only if e is an oriented
edge in H. On the other hand, y · e = zv − zw ≥ m− (m− 1) = 1 for each such edge.
Therefore, if [E(A,B)] ∈ Cut(G) denotes the class of the cut, then it follows that

[E(A,B)] · [E(A,B)] ≥ [H] · [E(A,B)] = y · [E(A,B)] ≥ [E(A,B)] · [E(A,B)],

using the fact that x ∈ Flow(G) = Cut(G)⊥ in the middle equality. Since all inequali-
ties are equalities, it follows that E(A,B) is an oriented subgraph ofH. LetH ′ denote
the subgraph of H obtained by discarding the edges of E(A,B). Since E(A,B) ̸= ∅,
H ′ has fewer edges than H. Since [H ′] = [H] − [E(A,B)] ∈ Flow(G) ⊕ Cut(G), it
follows by induction that H ′ decomposes as a disjoint union of an Eulerian subgraph
H ′

1 and an oriented cut H ′
2 in G. The union H2 of H ′

2 and E(A,B) is an oriented
subgraph with [H2] = [H ′

2] + [E(A,B)] ∈ Cut(G). Simplicity of [H2] follows from
that of [H], so H2 is an oriented cut, by Proposition 3.3(b). Therefore, H admits the
required decomposition with H1 = H ′

1 and H2, and the proof is complete. □

3.3. Flows on planar graphs. A planar graph is a graph G with a fixed drawing
on S2 without edge crossings. A set of cycles C1, . . . , Cn in G is nested if each Ci is
the boundary of a disk Di ⊂ S2 and, up to reordering, D1 ⊂ · · · ⊂ Dn. Note that the
definition does not take orientations of cycles, boundaries, or S2 into consideration.

Lemma 3.5. Let G be a planar graph and let C1 and C2 be oriented cycles in G.
Suppose that

(1) [C1] · [C2] < 0 and [C1] + [C2] is irreducible, or
(2) [C1] · [C2] = 0 and [C1] + [C2] is rigid.

Then C1 and C2 are nested, [C1]·[C2] = −|E(C1∩C2)|, and C1∩C2 is either connected
or empty.

Proof. Fix a planar drawing of G on the sphere S2. The oriented cycles C1 and C2

bound oriented disks D1 and D2 in S2, respectively, which we regard as 2-chains
with coefficients 0 and 1 (say, with respect to a cellular decomposition of S2 whose
1-skeleton includes G). The sum D1 + D2 is a 2-chain with coefficients in {0, 1, 2}
and with boundary [C1] + [C2].

First suppose that case (1) holds. By Proposition 3.2(b), [C1] + [C2] is the class of
an oriented cycle C, so it bounds an oriented disk D. Moreover, the 2-chains that C
bounds take the form D+ n · [S2], n ∈ Z. The only such 2-chains with coefficients in
{0, 1, 2} are D and D+[S2]. The only decompositions of D as a sum of disks D1+D2

occur when D1 and D2 have disjoint interiors and C1 ∩ C2 is a path containing at
least one edge. Put another way, C1 ∪C2 is homeomorphic to a theta-graph, and D1

and D2 are two of its lobes. Similarly, the only decompositions of D + [S2] as a sum
of disks D1+D2 occurs when D1 and D2 have disjoint exteriors and C1∩C2 is a path
containing at least one edge. Once more, C1 ∪C2 is homeomorphic to a theta-graph,
but now D1 and D2 are complementary to two of its lobes. In either case, we obtain
the conclusion of the lemma.
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Next suppose that case (2) holds. By Proposition 3.2(d), C1 and C2 intersect in
at most one vertex. Since G is planar, the conclusion of the lemma follows once
more. □

The next result asserts a Helly property for cycles in a planar graph.

Lemma 3.6. Suppose that G is a planar graph and that C1, . . . , Cn are pairwise nested
oriented cycles in G such that [Ci] · [Cj] > 0 for all 1 ≤ i, j ≤ n. Then C1, . . . , Cn are
nested and share at least one edge in common.

Proof. The proof is by induction on n. The statement is immediate for n = 2,
so suppose that n > 2 and the statement holds for fewer than n such cycles. By
the induction hypothesis, the set of edges E in common to C1, . . . , Cn−1 is non-
empty, and we may relabel the cycles so that Ci = ∂Di for disks Di ⊂ S2 satisfying
D1 ⊂ · · · ⊂ Dn−1. Furthermore, we let D′

i ⊂ S2 denote the complementary disk with
Di∩D′

i = Ci; thus, D
′
n−1 ⊂ · · · ⊂ D′

1. Because Cn is nested with each of C1, . . . , Cn−1,
it follows that Cn ⊂ Di or Cn ⊂ D′

i for each i.
Suppose that Cn bounds a diskDn that containsDn−1. Then C1, . . . , Cn are nested.

Since [C1]·[Cn] > 0, the set of edges in C1∩Cn is non-empty, and sinceD1 ⊂ · · · ⊂ Dn,
it follows that C1∩Cn ⊂ C1∩· · ·∩Cn, so the set of edges in common to these cycles is
non-empty. If instead Cn bounds a disk Dn contained in D1, then a similar argument
guarantees the desired conclusion.

We are left to consider the possibility that Cn is contained in Dk but not Dk−1 for
some value 1 < k < n−1. Let Dn denote the disk that Cn bounds that is contained in
Dk. If Dn does not contain Dk−1, then D

′
k−1 contains Dn, and the interiors of Dk−1,

D′
k, and Dn are pairwise disjoint. But then the triple product ([Ck−1] · [Ck])([Ck] ·

[Cn])([Cn] · [Ck−1]) is not positive, in contradiction to the assumption that each term
is positive. Consequently, Dn contains Dk−1, and we infer that C1, . . . , Cn are nested.
As Dk−1 ⊂ Dn ⊂ Dk and E ⊂ Ck−1 ∩ Ck, it follows that E ⊂ Cn as well, so
∅ ≠ E ⊂ C1 ∩ · · · ∩ Cn certifies that the cycles contain a common edge. □

3.4. Flows and the characteristic coset. The material of this subsection and the
next is not needed until Section 6. We begin by recalling some notions from [12,
Section 2.2].

Let Λ denote a positive definite, integral lattice. Denote by

Char(Λ) = {χ ∈ Λ∗ : χ · λ ≡ λ · λ (mod 2), ∀λ ∈ Λ}
the set of characteristic elements of Λ. It is a coset of 2Λ∗ in Λ∗. The set

X (Λ) := Char(Λ)/2Λ

is a torsor of the determinant group Λ∗/Λ. Denote by

Short(Λ) = {χ ∈ Char(Λ) : χ · χ ≤ (χ− 2λ) · (χ− 2λ),∀λ ∈ Λ}
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the set of short characteristic elements of Λ. Thus, χ ∈ Short(Λ) if and only if χ has
the minimum self-pairing of any representative of its coset in X (Λ).
As an example, in terms of any orthonormal basis for the Euclidean lattice Zn,

Char(Zn) consists of all elements with odd coefficients, and Short(Zn) = {±1}n.
Thus, for any graph G, the elements of Short(C1(G;Z)) are the classes of the 2n

orientations on G.
The embedding Flow(G) ↪→ C1(G;Z) induces a restriction map of dual lattices

C1(G;Z)∗ → Flow(G)∗. As shown in [12, Corollary 3.4], the restriction map induces
a surjective map Short(C1(G;Z)) → Short(Flow(G)). In concrete terms, if χ ∈
Short(Flow(G)) is the restriction of the class of an orientation O on G, and if C is an
oriented cycle in G, then χ · [C] is equal to the signed sum of edges in C, where the
sign of an edge is +1 or −1 according to whether or not its orientation in C matches
its orientation in O.
An orientation on G is acyclic if it does not contain the edge set of any oriented

cycle in G. Equivalently, an orientation on G is acyclic if and only if it is possible to
order the vertices of G in such a way that all edges direct from a lower vertex to a
higher vertex.

Proposition 3.7. An element χ ∈ Short(Flow(G)) is the unique short element in
its coset in X (Flow(G)) if and only if it is the restriction of the class of an acyclic
orientation on G.

Proof. Suppose that O1 and O2 are orientations on G and the restrictions of their
classes define elements χ1 and χ2 in Short(Flow(G)) that represent the same coset
in X (Flow(G)). Thus, we may write χ1 = χ2 + 2x with x ∈ Flow(G). It follows
that [O1] − ([O2] + 2x) ∈ Flow(G)⊥ = Cut(G) ⊂ C1(G;Z). On the other hand,
[O1]− [O2] = 2[H], where H is the oriented subgraph of G consisting of oriented edges
in O1 which appear with the opposite orientation in O2. Since Cut(G) ⊂ C1(G;Z) is
primitive, we can write 2[H] − 2x = 2y with y ∈ Cut(G). Hence [H] = x + y with
x ∈ Flow(G) and y ∈ Cut(G). By Lemma 3.4, it follows that x = [H1] and y = [H2],
where H1 is an Eulerian subgraph, H2 is a oriented cut, and H1 and H2 have disjoint
edge sets. Let O′

1 denote the orientation obtained from O1 by changing the directions
on all of the edges in H2. Then [O1] − [O′

1] = 2[H2] and [O′
1] − [O2] = 2[H1]. The

first identity implies that [O1] and [O′
1] both restrict to χ1 ∈ Short(Flow(G)), and the

second implies that O′
1 and O2 differ along the edges of the Eulerian subgraph H1.

Now suppose that O1 is acyclic. Changing the directions on the edges of a oriented
cut produces another acyclic orientation, so O′

1 is acyclic as well. It follows that
E(H1) is empty, so O′

1 = O2. Therefore, χ1 = χ2 is unique in its equivalence class.
Suppose instead that O1 contains a directed cycle C. Let O2 be the result of

changing the directions of the edges on C in O1. Then [O1]− [O2] = 2[C] implies that
χ1 and χ2 are distinct short elements representing the same coset in X (Flow(G)). □

Likewise, an orientation is strongly connected if it does not contain the edge set
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of an oriented cut. The same argument shows that an element of Short(Cut(G)) is
unique in its coset in X (Cut(G)) if and only if it is the restriction of the class of a
strongly connected orientation on G.

3.5. Flows and the d-invariant. The d-invariant of a positive definite integral lat-
tice records the self-pairings of its short characteristic elements [12, Sections 2.4].
More precisely, we define a function

dΛ : X (Λ) → Q, dΛ(s) := min

{
χ · χ− rk(Λ)

4
: χ ∈ s

}
.

The pair (X (Λ), dΛ) is the d-invariant of Λ.
If Λ1 and Λ2 are two positive definite, integral lattices, then an isomorphism of

their d-invariants is a bijection φ : X (Λ1) → X (Λ2) covering a group isomorphism

Λ∗
1/Λ1

∼→ Λ∗
2/Λ2 with the additional property that dΛ1 = dΛ2 ◦ φ.

The following result is implicit in [12, Theorem 3.8], but we make it explicit here
and supply a careful argument.

Proposition 3.8. Suppose that Λ is a lattice whose d-invariant is isomorphic to that
of Flow(G), where G denotes a 2-edge-connected graph. Then Λ is isometric to a
stabilization of Flow(G).

We remark that both the result and its proof hold with the roles of Cut(G) and
Flow(G) reversed, but we shall not need it here.

Proof. By [12, Corollary 3.4], there exists an isomorphism ψ between minus the d-
invariant of Cut(G) and the d-invariant of Flow(G). Compose ψ with an isomorphism
to the d-invariant of Λ to obtain an isomorphism φ between minus the d-invariant of
Cut(G) and the d-invariant of Λ. By [12, Proposition 2.7], we can glue Cut(G) and Λ
using φ to obtain an embedding of Cut(G)⊕ Λ into a Euclidean lattice Zm with the
property that the images of Cut(G) and Λ are complementary, primitive sublattices of
Zm and the restriction maps Short(Zm) → Short(Cut(G)) and Short(Zm) → Short(Λ)
surject. By [12, Lemma 3.2] and the hypothesis that G is 2-edge-connected, the em-
bedding Cut(G) ↪→ C1(G;Z) =: Z1 satisfies part of the hypothesis of [12, Proposition
2.8], while we have just shown that the embedding Cut(G) ↪→ Zm =: Z2 satisfies
the complementary part. Therefore, [12, Proposition 2.8] shows that the embedding
Cut(G) ↪→ Zm is the composite of the embedding Cut(G) ↪→ C1(G;Z) with an em-
bedding C1(G;Z) ↪→ Zm. The second embedding is simply a stabilization of C1(G;Z),
since both are Euclidean lattices. It follows that the orthogonal complement to the
image of Cut(G) in Zm is isometric to a stabilization of the orthogonal complement
to the image Cut(G) in C1(G;Z), which is Flow(G), by [12, Proposition 3.1]. But we
already identified the orthogonal complement of the embedding of Cut(G) into Zm

with Λ, based on the remark that they are complementary and primitive in Zm. It
follows that Λ is isometric to a stabilization of Flow(G), as required. □
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4. Cube tilings and flows on graphs

The goal of this section is to characterize which planar graphs G have the property
that Flow(G) is a 2-cube tiling lattice (Theorem 4.4). It leads directly to the charac-
terization of which chessboard-colored alternating link diagrams D have the property
that Λ(D) is a 2-cube tiling lattice (Corollary 4.5). Throughout the section, we abuse
notation and write Flow(G) = ΛH when we have fixed an isomorphism between the
two lattices. We correspondingly use equality to identify elements of Flow(G) with
their images in ΛH .
Hajós’s theorem implies that every 2-cube tiling lattice of positive rank contains

an irreducible element of square 4. If the lattice is also the flow lattice of a graph,
then Proposition 3.2 implies that this element corresponds to a 4-cycle C.

Proposition 4.1. Let G be a planar graph such that Flow(G) is a 2-cube tiling lattice
of rank n > 0, let C be an oriented 4-cycle in G, and let R1 and R2 be the regions C
bounds in S2. Then there exist

• a Hajós matrix H;
• oriented cycles C1, . . . , Cn ⊂ G; and
• a cyclic ordering e1, . . . , e4 of the edges of C

such that

(1) Flow(G) = ΛH ;
(2) [Ci] = hi is the i-th column of H for i = 1, . . . , n;
(3) Cn = C; and
(4) for each i < n, Ci is contained in one of the regions Rj, and either

• the last entry of hi is 1 and Ci ∩ Cn = ej ∪ ej+1, or else
• the last entry of hi is 0 and Ci ∩ Cn is a single vertex or empty.

Proof. By Lemma 2.3, Flow(G) is isomorphic to ΛH for some Hajós matrix H. By
Lemma 2.7, the Hajós basis elements h1, . . . , hn are irreducible. By Proposition 3.2,
they therefore take the form hi = [Ci] for some oriented cycles C1, . . . , Cn in G. By
Lemma 2.6, we may suppose that Cn = C. These remarks establish (1)-(3).

By Lemma 2.7, [Ci]−[Cj] = hi−hj is either irreducible or rigid, for all i ̸= j. Hence
Lemma 3.5 implies that the cycles C1, . . . , Cn are pairwise nested and |E(Ci ∩Cj)| =
[Ci] · [Cj] for all i and j. In addition, |E(Ci ∩ Cn)| = hi · hn ∈ {0, 2} depending on
whether the last entry of hi is 0 or 1. Another look at Lemma 3.5 gives all of (4)
apart from the statement that Ci ∩ Cn = ej ∪ ej+1 when Ci ⊂ Rj.

Let I consist of those i ∈ {1, . . . , n−1} with hi ·hn = [Ci] · [Cn] > 0, or equivalently
with the last entry of hi equal to 1. By Lemma 3.6, the cycles {Ci : i ∈ I ∪ {n}} are
nested and contain a common edge e′ ∈ E(Cn). We partition I = I1 ⊔ I2, where Iℓ
consists of those i ∈ I such that Ci ⊂ Rℓ for ℓ = 1, 2.
By Lemma 3.5, Ci ∩ Cn is a path of length [Ci] · [Cn] = hi · hn = 2 for all i ∈ I.

Select a pair of distinct indices i, j ∈ I. If Ci and Cj are contained in the same region



ALTERNATING LINKS, RATIONAL BALLS, AND CUBE TILINGS 21

G1 G2 G3

H1 =

2 0 0
1 2 0
1 1 2

 H2 =

2 0 0
0 2 0
1 1 2


H3 =


2 0 0 0
0 2 0 0
1 1 2 0
1 1 1 2


Figure 5. Some planar graphs Gi with 2-cube tiling flow lattices ΛHi

,
i = 1, 2, 3.

Rℓ, then because Ci and Cj are nested, it follows that Ci ∩Cn = Cj ∩Cn is the same
path of length 2. This means that Cn contains edges e′1 and e′2, consecutive with e′

along Cn, such that Ci ∩ Cn = {e′, e′ℓ} for all i ∈ Iℓ and ℓ = 1, 2.
We claim that if I1, I2 ̸= ∅, then e′1 ̸= e′2. (Note that if one of I1 or I2 is empty,

then we may vacuously take e′1 ̸= e′2.) For suppose that Ci ⊂ R1 and Cj ⊂ R2 and,
for a contradiction, that e′1 = e′2. It follows that hi · hj = [Ci] · [Cj] = |E(Ci ∩ Cj)| =
|{e′, e′1}| = 2. Hence hi and hj both have k-th entry equal to 1 for some i, j < k < n.
The cycle Ck is contained in the opposite region Rℓ from one of Ci and Cj; without
loss of generality, say it is Ci. Then the intersection of any pair of Ci, Ck, and Cn is
{e′, e′1}. This implies that hk · hn = 2, so the last entry of hk equals 1. Considering
the k-th and n-th entries of hi and hk, this implies that hi · hk ≥ 1 · 2 + 1 · 1 = 3, in
contradiction of the fact that hi · hk = |E(Ci) ∩ E(Ck)| = 2. Thus, e′1 ̸= e′2.

Lastly, we choose the cyclic ordering of the edges of C by taking e1 = e′1, e2 = e′,
and e3 = e′2. This completes the proof of (4) and hence the proposition. □

Suppose that G is a planar graph. A decomposing cycle in G is a 4-cycle C such
that

• the vertices of C are v1, v2, v3, v4 in cyclic order;
• the edges of C are e1, e2, e3, e4 in cyclic order;
• C divides S2 into regions R1 and R2; and
• vertex vi has degree 2 in the subgraph G ∩Rj whenever i ̸≡ j (mod 2).

Thus, G takes the form shown on the left side of Figure 6.
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G

J1

J2

v1

v2

v3

v4

e1

e2 e3

e4

G1

J1

v1

v3

f1

G2

J2
v2 v4

f2

Figure 6. A planar graph G with a decomposing cycle and its factors
G1 and G2.

Corollary 4.2. Let G be a 2-connected planar graph such that Flow(G) is a 2-cube
tiling lattice. Then every 4-cycle in G is a decomposing cycle.

Proof. Let C be a 4-cycle inG with vertices v1, v2, v3, v4 and edges e1 = (v1, v2), e2, e3, e4
in cyclic order. Apply Proposition 4.1. The flow lattice of G ∩ R1 is generated by
classes of cycles, each of which uses e2 if it uses e1. It follows that every cycle in G∩R1

uses e2 if it uses e1. Suppose for a contradiction that the degree of v2 in G ∩ R1 is
greater than 2, and choose an edge e = (v2, v) different from e1 and e2. Since G is
2-connected, so is G∩R1. It follows that there exists a path P from v to v1 in G∩R1

avoiding v2. Then the union of P with the edges e1 and e forms an oriented cycle in
G which meets C in the edge e1 but not e2, a contradiction. It follows that v2 has
degree 2 in G ∩ R1, and a similar argument shows that vi has degree 2 in G ∩ Rj

whenever i ̸≡ j (mod 2). Hence C is a decomposing cycle, as desired. □

Let G be a planar graph with a decomposing cycle C. Form a planar graph G1 out
of the subgraph G∩R1 by contracting e2 and deleting e3, v4, and e4. Similarly, form
a planar graph G2 out of the subgraph G ∩R2 by contracting e2 and deleting e1, v1,
and e4. We call G1 and G2 the factors of G decomposed along C. Again, see Figure 6.

Lemma 4.3. Suppose that G is a planar graph, C is a decomposing cycle in G, and
G1 and G2 are the factors of G decomposed along C.

(1) G is 2-connected if and only if Gi is 2-connected, i = 1, 2.
(2) Flow(G) is a 2-cube tiling lattice if and only if Flow(Gi) is a 2-cube tiling

lattice, i = 1, 2.

Proof. (1) A planar graph is disconnected if and only if there exists a circle in the
plane which is disjoint from the graph and contains at least one vertex of the graph
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to either side. A planar graph contains a cut-vertex or a loop if and only if there
exists a circle in the plane whose intersection with the graph is a single vertex and
contains at least one edge of the graph to either side. It is easy to check that the
existence of such a circle for G implies one for either G1 or G2, and vice versa. This
establishes the statement about 2-connectivity.

(2) Suppose first that Flow(G) is a 2-cube tiling lattice. Apply Proposition 4.1.
Note that for i < n, the last entry of hi is 1 if Ci contains the edge e2 and 0 if not. Also,
Cn is the only cycle amongst C1, . . . , Cn which contains the edge e4. Let G′ denote
the graph obtained by deleting the edge e4 and contracting the edge e2 in G. Since
the classes [C1], . . . , [Cn] generate Flow(G), it follows that the classes [C

′
1], . . . , [C

′
n−1]

generate Flow(G′), where C ′
i ⊂ G′ denotes the image of the cycle Ci. Let H

′ denote
the Hajós matrix obtained by deleting the final row and column from H. Let h′i
denote the i-th column of H ′. Then it is direct to check that h′i · h′j = [C ′

i] · [C ′
j] for

all 1 ≤ i, j < n. Hence Flow(G′) = ΛH′ is a 2-cube tiling lattice. Moreover, G1 and
G2 are isomorphic to the blocks of G′, since each is 2-connected and they meet at a
cut-vertex of G′. Hence Flow(G′) = Flow(G1)⊕ Flow(G2), and Corollary 2.8 implies
that Flow(Gi) is a 2-cube tiling lattice, i = 1, 2.
Conversely, suppose that Flow(Gi) is a 2-cube tiling lattice, i = 1, 2. Write

Flow(Gi) = ΛHi
for a Hajós matrix Hi, i = 1, 2 by Proposition 4.1. Form the

block sum H ′ = H1 ⊕H2 ⊕ (2). Let hi be a column of H1 or H2. Then hi = [Ci] for
a cycle Ci in G1 or G2. Change the last entry in the i-th column of H ′ to a 1 if Ci

contains the distinguished edge of the graph it is in. Then it is direct to check the
resulting matrix H is a Hajós matrix which satisfies Flow(G) = ΛH . □

Decomposition along a decomposing cycle is reversible, as in Figure 6. In words,
suppose we are given a pair of planar graphs G1 and G2 with distinguished non-loop
edges f1 = (v1, v3) ∈ E(G1) and f2 = (v2, v4) ∈ E(G2). Draw G1 ⊔G2 on S2 in such
a way that f1 and f2 abut to the same region. Remove f1 and f2 and put a 4-cycle
C on (v1, v2, v3, v4) with edges (e1, e2, e3, e4) to obtain the planar graph G. We call G
a composition of G1 and G2. Observe that G depends on the drawings of G1 and G2

on S2, even after distinguishing the edges f1 and f2. For instance, we get different
compositions by rotating either drawing of Ji = Gi \ {fi}, i = 1, 2, by 180◦. Note
also that the number of edges of a composition is equal to the sum of the numbers of
edges of its factors, plus 2.

Define a set of planar graphs G as follows. Let denote the graph with one vertex
and no edges, and let denote the graph with two vertices and one edge between
them. Recursively define G by declaring that , ∈ G and that G ∈ G whenever
G is a composition of two graphs G1, G2 ∈ G.

Theorem 4.4. Let G be a finite planar graph. Then Flow(G) is a 2-cube tiling lattice
if and only if the blocks of G belong to G. Moreover, G is 2-connected with Flow(G)
a 2-cube tiling lattice if and only if G ∈ G.
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Proof. We proceed by induction on the number of edges. The base case of 0 or 1
edges is clear, so we proceed on to the induction step.

Suppose that Flow(G) is a 2-cube tiling lattice. Proposition 3.2(a) asserts that
Flow(G) decomposes as a direct sum of indecomposable sublattices Flow(B), where
B is a block of G. Corollary 2.8 implies that Flow(B) is a 2-cube tiling lattice for each
block B. If B is acyclic, then B = or B = , hence B ∈ G. Otherwise, Flow(B)
has positive rank, so the remark before Proposition 4.1 implies that it contains a 4-
cycle C. Corollary 4.2 implies that C is a decomposing cycle. Let B1 and B2 denote
the factors of B decomposed along C. Both of B1 and B2 have fewer edges than B,
and Lemma 4.3 implies that Bi is 2-connected and Flow(Bi) is a 2-cube tiling lattice,
i = 1, 2. By induction, B1, B2 ∈ G, so B ∈ G, as well. This completes the induction
step. Note that if G is 2-connected, then the argument shows that G = B ∈ G.
The converse direction follows from reversing the argument. □

We now translate Theorem 4.4 into the language of link diagrams. Recall that the
Tait graph construction establishes a one-to-one correspondence between connected
chessboard-colored alternating link diagrams and connected planar graphs. Let D be
such a diagram and G(D) its black Tait graph. Thus, Λ(D) = Flow(G(D)). Under
the correspondence, nugatory crossings in D which touch a single white region are
in one-to-one correspondence with cut-edges in G(D), while nugatory crossings in
D which touch a single black region are in one-to-one correspondence with loops in
G(D). Hence D is reduced if and only if G(D) is loopless and does not contain a
cut-edge, i.e., no block of G(D) contains a single edge. Similarly, reducing circles
in D are in one-to-one correspondence with circles in the plane meeting G(D) in a
vertex and containing at least one edge to either side. Hence the prime summands of
D are in one-to-one correspondence with the blocks of G(D).

For the translation into link diagrams, we refer to the set D from the introduction.

Corollary 4.5. Suppose that D is a chessboard-colored connected alternating diagram.
Then Λ(D) is a 2-cube tiling lattice if and only if D is a connected sum of diagrams in
D. In addition, if Λ(D) is a 2-cube tiling lattice then D is prime if and only if D ∈ D,
and D is reduced if and only if it is a connected sum of diagrams in D\{ }. Lastly,
if D is a composition of D1 and D2, then D ∈ D if and only if D1 and D2 ∈ D.

Proof. Under the Tait graph correspondence, G( ) = , G( ) = , and D is a
composition of D1 and D2 if and only if G(D) is a composition of G(D1) and G(D2).
Hence D ∈ D if and only if G(D) ∈ G.
Write D = D1# · · ·#Dk as a connected sum of prime diagrams. Then G(D) has

blocks G(D1), · · · , G(Dk). Hence D is a connected sum of diagrams in D if and
only if each G(Di) belongs to G. Theorem 4.4 now gives the initial statement of the
Corollary. Since D is prime if and only if G(D) is 2-connected, and since D is reduced
if and only if no block of G(D) consists of a single edge, Theorem 4.4 gives the next
statement as well. The final statement comes from Lemma 4.3. □
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Theorem 4.4 leads to a simple algorithm to test whether a planar graph G has the
property that Flow(G) is a 2-cube tiling lattice. First, decompose G into its blocks.
Next, given a block, test whether it contains a 4-cycle. If so, test whether the cycle
is a decomposing cycle, and if so, decompose along it to get a pair of planar graphs
G1 and G2 with |E(G1)|+ |E(G2)| = |E(G)| − 2. Iterate until reaching a graph with
a 4-cycle that is not a decomposing cycle or a collection of graphs none of which
contains a 4-cycle. Then Flow(G) is a 2-cube tiling lattice if and only if the resulting
collection of graphs are copies of and .
The algorithm of the introduction simply translates this one into the language of

link diagrams.

5. Cubes and ribbons

In this section, we extend the techniques developed in Section 4 to prove Theorem 7.
The bulk of the argument is contained in the following result:

Proposition 5.1. Suppose that D1 and D2 are reduced alternating diagrams of χ-
slice, det = 1 alternating links L1 and L2, where D1 ∈ D \ { }. Suppose that Λ(L2)
admits a cubiquitous embedding into a stabilization of Λ(L1). Then D1 ⪯ D′

2 for some
prime summand D′

2 of D2.

Proof. Let Λ1 denote the image of a cubiquitous embedding of Λ(L1) into Zm. Simi-
larly, let Λ2 denote the image of a cubiquitous embedding of Λ(L2) into Λ1⊕Zn. The
condition that Λ2 ⊂ Λ1 ⊕ Zn is cubiquitous and and det(Λ1) = det(Λ2) imply that

(⋆) each cube λ+ x+ {0, 1}n, λ+ x ∈ Λ1 ⊕ Zn, contains a unique point of Λ2.

Thus, Λ2 is akin to a 2-cube tiling lattice of Λ1 ⊕ Zn.
We proceed to build a Hajós basis for Λ2 ⊂ Λ1 ⊕ Zn ⊂ Zm+n. First, since Λ1 is a

2-cube tiling lattice of Zm, we can choose a Hajós matrix H1 = (h′1 · · ·h′m) for Λ1. By
(⋆), there exist unique elements x1, . . . , xm ∈ {0, 1}n such that hi := h′i + xi ∈ Λ2 for
i = 1, . . . ,m. Next, applying (⋆) to each point of (0)⊕Zn, we find that Λ2 ∩ (0)⊕Zn

is a 2-cube tiling lattice. Thus, we can find a Hajós matrix H2 = (hm+1 · · ·hm+n) for
Λ2 ∩ (0) ⊕ Zn. Now we see that H = (h1 · · ·hm+n) is a Hajós matrix of Λ2. Its top
left m×m matrix is H1, and its bottom right n× n matrix is H2.
By Proposition 4.1, the element hm+n ∈ Λ2 corresponds to a decomposing cycle C

in the Tait graph G2 of D2. Let G21 and G22 denote the factors of G2 decomposed
along C, with corresponding diagrams D21 and D22. Thus, D2 is a composition of D21

and D22, each of which is a connected sum of diagrams in D. Let D3 denote a color-
respecting connected sum of D21 and D22, and let L3 denote the link it presents. The
top-left (m+ n− 1)× (m+ n− 1) matrix of H is a Hajós matrix H3 for Λ3 ≃ Λ(L3).
Thus, L3 is a det = 1, χ-slice alternating link, and Λ3 is a 2-cube tiling lattice of
Λ1⊕Zn−1. If n = 1 then in fact D1 is a reduced diagram of L3, and we conclude that
one of D21 and D22 is and D2 is a composition of D1 and .
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If n > 1 then by induction, we have D1 ⪯ D′
3 for some prime summand D′

3 of D3.
Either D′

3 is itself a prime summand of D2; or else D
′
3 is a prime summand of one of

D21 and D22, and it composes with a prime summand of the other to form a prime
summand of D2. In either case, D1 ⪯ D′

2 for some prime summand D′
2 of D2, as

desired. □

Proof of Theorem 7. (1) =⇒ (2) follows from taking the branched double cover.
(2) =⇒ (3) was already noted [4, Lemma 3.1].
(3) =⇒ (4) follows from Theorem 4.
(4) =⇒ (5) is Proposition 5.1, specialized to the case in which D2 is prime.
(5) =⇒ (1) follows just as in Theorem 3, (5) =⇒ (1). □

6. Cubiquity

In this section we explain how cubiquity issues from Heegaard Floer homology.

6.1. Cubiquity and rational homology balls. Let Y be a rational homology 3-
sphere, that is to say, a closed 3-manifold with b1(Y ) = 0. Recall from [30] that
the Heegaard Floer homology of Ozsváth and Szabó gives rise to a correction term
invariant

d : Spinc(Y ) −→ Q
t 7−→ d(Y, t).

We will use two properties of this invariant. First, if Y bounds a rational homology
ballW and t ∈ Spinc(Y ) extends to a spinc structure onW , then d(Y, t) = 0. Second,
if Y bounds a positive-definite 4-manifold X and t extends to a spinc structure s on
X, then

(1) d(Y, t) ≥ c1(s)
2 − b2(X)

4
.

(In fact, the second statement generalizes the first.) We call s a sharp extension of t
if it attains equality in Equation (1), and we call X sharp if each spinc structure on
Y admits a sharp extension to X.

The lattice d-invariant is designed to model the d-invariant of the intersection lat-
tice on a positive definite 4-manifold. Keeping the notation above, suppose that the
restriction from Spinc(X) to Spinc(Y ) surjects, and let ΛX = (H2(X;Z)/Tors, QX)
denote the intersection lattice of X. The image of the map c1 : Spinc(X) →
H2(X;Z)/Tors ≃ Λ∗

X is the set Char(ΛX). The group H2(Y ;Z) is isomorphic with
the determinant group Λ∗

X/ΛX , and there is a torsor isomorphism φ : Spinc(Y ) →
Char(ΛX)/2ΛX which covers the group isomorphism. Inequality (1) then amounts to
the inequality d(Y, s) ≥ dΛX

(φ(s)) for all s ∈ Spinc(Y ), with equality if and only if
X is sharp.
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Example. Let L be a non-split alternating link, and let D be a reduced chessboard-
colored alternating diagram of L. The black regions of D, along with half-twisted
bands at the crossings, form a spanning surface B ⊂ S3 of L. Push the interior of B
into that of a 4-ball bounded by S3, and let X = Σ(B) denote the double cover of the
4-ball branched along B. Gordon and Litherland showed that the intersection lattice
of X is isometric to Λ(L) [10], and Ozsváth and Szabó showed that X is a sharp
4-manifold [31]. We call X the Gordon-Litherland manifold filling Σ(L). (Strictly
speaking, X depends on the choice of diagram D used to present L, but it can be
shown that its diffeomorphism type is independent of this choice.)

The following obstruction to a rational homology 3-sphere bounding both a sharp
4-manifold and a rational homology ball follows quickly from work by the first author
and Jabuka [11]. We give a proof here for the convenience of the reader, and because
it sets up the proof of Theorem 4.

Theorem 6.1. Let Y be a rational homology 3-sphere which bounds both a sharp
4-manifold X and a rational homology 4-ball W . Then the intersection lattice of X
is cubiquitous.

Proof. Form the smooth, closed, positive-definite 4-manifold Z = X ∪Y W . The
Mayer-Vietoris sequence and Donaldson’s Theorem A [6] yield an embedding ΛX ↪→
ΛZ

∼= Zn. We will show that the image is cubiquitous.
We have a map c : Spinc(Z) → Λ∗

Z by taking the first Chern class modulo torsion.
The image of c equals the set Char(ΛZ). Sharpness of X implies that the restriction
map from Spinc(X) to Spinc(Y ) surjects, from which it follows that two spinc struc-
tures s1 and s2 on Z have the same restriction to Y if and only if c(s1)− c(s2) ∈ 2ΛX .
Thus, we obtain an identification between the set of spinc structures on Y which
extend over Z with Char(Zn)/2ΛX .
Select any t ∈ Spinc(Y ) which extends over Z, and let s ∈ Spinc(Z) denote an

extension. Then s|W is an extension of t toW , so d(Y, t) = 0. Select a sharp extension
sX of t to X. Then sX and s|W glue to give a new Spinc structure s′ ∈ Spinc(Z)
which restricts to t on Y , and it satisfies c1(s

′)2 − n = c1(sX)
2 − n = 4d(Y, t) =

0. Consequently, c(s′) ∈ {±1}n. Thus, every coset of Char(Zn)/2ΛX contains a
representative in Short(Zn) = {±1}n.
Lastly, we have a bijection

Char(Zn)/2ΛX
∼−→ Zn/ΛX

given by [ξ] 7→ [(ξ − ξ0)/2], with ξ0 = (−1, . . . ,−1). It follows that every coset of
Zn/ΛX contains a representative in {0, 1}n. Therefore, ΛX is cubiquitous by Propo-
sition 2.1. □

The following corollary issues immediately from Theorem 6.1 and the example
preceding it.
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Corollary 6.2. Let L be a non-split alternating link. If Σ(L) bounds a rational
homology ball, then Λ(L) is cubiquitous. □

6.2. Cubiquity and quasi-ribbon cobordisms. Next, we look to generalize The-
orem 6.1 to the case of a quasi-ribbon cobordism. We begin with a simple and very
useful lemma:

Lemma 6.3. Suppose that W : Y1 → Y2 is a quasi-ribbon cobordism and X is a sharp
4-manifold filling Y2. Then W ∪X is a sharp 4-manifold filling Y1.

Proof. First, W ∪ X is definite, since b2(W ) = 0 and X is definite. Next, select
any t1 ∈ Spinc(Y1). Since H

2(W ) → H2(Y1) surjects, so does Spinc(W ) → Spinc(Y1).
Hence there exists sW ∈ Spinc(W ) which restricts to t1. Let t2 denote the restriction of
sW to Spinc(Y2). Then d(Y1, t1) = d(Y2, t2), sinceW is a rational homology cobordism.
Choose a sharp extension sX ∈ Spinc(X) of t2. It follows that sW∪sX ∈ Spinc(W∪X)
restricts to t1 and satisfies c1(sW ∪sX)

2−b2(X ∪W ) = c1(sX)
2−b2(X) = 4d(Y2, t2) =

4d(Y1, t1). Hence sW ∪ sX is a sharp extension of t1. Since t1 was arbitrary, it follows
that W ∪X is sharp, as desired. □

The next result combines Lemma 6.3 and Proposition 3.8.

Lemma 6.4. Suppose that L1 and L2 are non-split alternating links, X2 is a sharp
4-manifold filling Σ(L2), and W : Σ(L1) → Σ(L2) is a quasi-ribbon cobordism. Then
the intersection pairing on W ∪X2 is isometric to a stabilization of Λ(L1).

Proof. By Lemma 6.3, the 4-manifoldW∪X2 is a sharp filling of Σ(L1). Consequently,
its d-invariant is isomorphic to the d-invariant of Σ(L1), which is in turn isomorphic
to the d-invariant of Λ(L1), by the example preceding Theorem 6.1. As Λ(L1) ≃
Flow(G1), where G1 is the Tait graph of a reduced alternating diagram of L1, the
result follows from Proposition 3.8. □

Proof of Theorem 4. Let X2 be the Gordon-Litherland manifold filling Σ(L2). Since
b1(W ) = b2(W ) = 0, the embedding X2 ↪→ W ∪X2 induces a finite index embedding
of intersection lattices. By the construction of X2 and Lemma 6.4, we obtain a finite
index embedding Λ(L2) ↪→ Λ(L1)⊕Zn for some n ≥ 0. We proceed to show that this
embedding is cubiquitous.

Abbreviate Λ1 = Λ(L1) and let Λ2 denote the image of Λ(L2) under the embed-
ding. As above, the restriction map Spinc(W ∪X2) → Spinc(Σ(L1)) surjects, setting
up a one-to-one correspondence between Spinc(Σ(L1)) and the cosets of 2(Λ1 ⊕ Zn)
in Char(Λ1 ⊕ Zn). As in the proof of Theorem 6.1, there is a one-to-one correspon-
dence between the image of the restriction map Spinc(W ∪X2) → Spinc(Σ(L2)) and
Char(Λ1 ⊕ Zn)/2Λ2. Thus, each coset of 2(Λ1 ⊕ Zn) in Char(Λ1 ⊕ Zn) decomposes
into the disjoint union of [Λ1 ⊕ Zn : Λ2] cosets of 2Λ2 in Char(Λ1 ⊕ Zn).
Since X2 is sharp, each t2 ∈ Spinc(Y2) in the image of the restriction map from

Spinc(W ∪ X2) admits a sharp extension to X2 and hence to W ∪ X2. It follows
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that each coset of 2Λ2 in Char(Λ1 ⊕ Zn) contains an element of Short(Λ1 ⊕ Zn) =
Short(Λ1)⊕ Short(Zn).
By Proposition 3.7, we may select some χ0 ∈ Short(Λ1) which is unique in its coset

in X (Λ1). Set ξ0 = (−1, . . . ,−1) ∈ Char(Zn). Since χ0 is the unique element of
Short(Λ1) in the coset χ0+2Λ1 ∈ X (Λ1), the elements of Short(Λ1⊕Zn) in the coset
(χ0, ξ0) + 2(Λ1 ⊕ Zn) ∈ X (Λ1 ⊕ Zn) are the elements of χ0 + {±1}n. Consider the
cosets of 2Λ2 comprising (χ0, ξ0)+2(Λ1⊕Zn). As stated above, each one contains an
element of Short(Λ1⊕Zn), hence an element of χ0+{±1}n. It follows that each coset
of Λ2 in Λ1⊕Zn contains an element of the form 1

2
[(χ0, ξ)−(χ0, ξ0)] =

1
2
(0, ξ−ξ0) with

ξ ∈ {±1}n. That is, each coset of Λ2 in Λ1 ⊕Zn contains an element in (0)⊕{0, 1}n.
Thus, for each x ∈ Λ1 ⊕ Zn, the coset −x + Λ2 contains an element in (0)⊕ {0, 1}n,
which means that x + {0, 1}n contains a point of Λ2. Hence Λ2 is a cubiquitous
sublattice of Λ1 ⊕ Zn. □

7. Examples and a conjecture

In this section we highlight some interesting examples of alternating knots and
links with normalized determinant less than one. In particular, contrasting with both
Lisca’s results for 2-bridge links and with the result for det = 1 in Theorem 3, we
have:

Proposition 7.1. There exist alternating knots and links which are not χ-slice but
whose double branched covers are rationally nullbordant.

Proposition 7.1 has been established by [1, 32, 33]: letting Kn be the closure of the
3-braid (σ1σ

−1
2 )n, it is shown in [33] that Σ(Kn) bounds a rational homology ball for

odd n. Sartori showed in [32] that K7 is nonslice and Aceto-Meier-Miller-Miller-Park-
Stipsicz generalised this in [1], showing that Kn is nonslice for n ∈ {7, 11, 17, 23}. We
refer to Kn as a wheel link, as its black graph is a wheel graph (a cycle together with
an additional vertex with an edge to each vertex in the cycle).

We give a different proof that the double branched covers of odd wheel links bound
rational homology balls. This is based on Figure 7 and the following lemma. We refer
the reader to [12] for details on Conway mutation.

Lemma 7.2. Let L be a link in S3 with nonzero determinant, so that its double
branched cover Σ(L) is a rational homology sphere. Suppose that there exists a finite
sequence consisting of n band moves and some number of Conway mutations, in any
order, which converts L to the (n+1)-component unlink. Then Σ(L) bounds a ribbon
rational homology 4-ball.

Proof. The proof is essentially the same as that given by Lisca for the case without
Conway mutations [21, Proof of Theorem 1.2]. Conway mutation does not change
the diffeomorphism type of the double branched cover, so by taking double branched
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Figure 7. The double branched cover of the wheel link Kn =

(σ1σ
−1
2 )n, for odd n, bounds a ribbon rational homology ball.
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covers of the minima bounded by the unlink and of the saddle cobordisms correspond-
ing to the band moves, we obtain a connected smooth 4-manifold W bounded by
Σ(L) which has a handlebody decomposition with two 0-handles, (n + 1) 1-handles,
and n 2-handles. Using the long exact sequence of the pair (W,∂W ) we obtain
b1(W ) = b2(W ) = 0. □

Question 7.3. Does every ribbon rational homology ball bounded by the double branched
cover Σ(L) of an alternating link arise as in Lemma 7.2?

We suspect that the answer to Question 7.3 is no, based on the following knots for
which we have not succeeded in finding a sequence of band moves and mutations as
in Lemma 7.2.

Example 7.4. The 12-crossing knots 12a360 and 12a1237 are nonslice, but their
double branched covers bound rational homology balls.

Nonsliceness of these knots is recorded in [22] and may be verified using the Fox-
Milnor obstruction and Levine-Tristram signatures. The rational balls for Exam-
ple 7.4 are exhibited by the Kirby diagrams shown in Figure 8. In each case the
diagram yields an embedding of the Gordon-Litherland manifold X = Σ(B), the
double branched cover of the 4-ball branched along the black surface of an alternat-
ing diagram, into a connected sum of b2(X) copies of CP2. The complement of X in
#b2(X)CP2 is then the required rational homology ball. In each case this complement
has a handle decomposition relative to its boundary with handles of index at least
2; turning this upside-down we see that we have a ribbon rational ball. The method
for drawing a Kirby diagram of the Gordon-Litherland manifold is described in [28,
Lecture 2], and is based on a description given in [31].

The diagrams in Figure 8 were found by a thus-far ad hoc procedure, which has
also been applied successfully to the wheel links mentioned above, and which is based
on the notion of alternating links and lattice embeddings being expanded from the
unknot. This in turn is based on a generalisation of the expansions used by Lisca in
[21], which we now describe.

We first briefly consider the effect of edge deletions and contractions on the flow lat-
tice of a graph. Contracting a single edge leaves the rank of the flow lattice unchanged,
and the pairing of two cycles is unchanged unless both contain the contracted edge,
in which case it is changed by ±1. Deletion of a non-cut edge reduces the rank of
the flow lattice by 1; the new flow lattice is a sublattice of the original, with quotient
generated by any cycle containing the deleted edge. Thus if G′ is obtained from G
by contracting some edges and deleting some non-cut edges of G, then there is an
induced group monomorphism Φ : Flow(G′) → Flow(G).

If D is an alternating link diagram and G is its black Tait graph, then smoothing
of crossings in D corresponds to contraction and deletion of edges in G: the edge
corresponding to a crossing is contracted if the crossing is smoothed so as to join two
black regions in the diagram, and it is deleted if two white regions are joined.
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Figure 8. Embeddings of manifolds X ↪→ #7CP2 exhibiting
ribbon rational homology balls bounded by Σ(12aN), for N ∈
{360, 1237}. In each case the manifold X is given by the blue 2-handles
and a 3-handle, and is the double cover of the 4-ball branched over the
black surface of 12aN . Each red 2-handle attaching circle is 1-framed.
Blowing these down results in an 8-component 0-framed unlink, from
which it follows that the manifold given by attaching the red 2-handles,
seven further 3-handles, and a 4-handle to X is #7CP2.
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Suppose now that Li are nonsplit alternating links, with alternating diagrams Di

for i = 1, 2, and suppose that there exist embeddings ϕi : Λ(Li) ↪→ Zni , where ni is
the rank of the black lattice Λ(Li). We say that the pair (D2, ϕ2) is obtained by an
expansion from (D1, ϕ1) if

(i) D1 is obtained from D2 by smoothing two crossings, so that one smoothing joins
two white regions and the other joins two black regions and

(ii) the following diagram of group homomorphisms commutes, where π is projection
orthogonal to a unit vector:

Λ1 Zn1

Λ2 Zn2=n1+1.

ϕ1

Φ

ϕ2

π

We say that (D′, ϕ′) is expanded from (D,ϕ) if there is a sequence

(D′, ϕ′) = (Dk, ϕk), (Dk−1, ϕk−1), . . . , (D1, ϕ1) = (D,ϕ)

with (Dj+1, ϕj+1) obtained by an expansion from (Dj, ϕj) for each j = 1, . . . , k − 1.
Finally we say that an alternating link L is expanded from the unknot if there is
a finite-index embedding ϕ : Λ(L) ↪→ Zn, an alternating diagram D of L, and an
alternating diagram D0 of the unknot, such that (D,ϕ) is expanded from (D0, Id),
noting that the black lattice of an alternating diagram of the unknot is Euclidean.

We have the following generalization of Conjecture 2.

Conjecture 7.5. Let L be a nonsplit alternating link with alternating diagram D.
The following are equivalent:

(1) Σ(L) is rationally nullbordant;
(2) Λ(L) is cubiquitous;
(3) L is expanded from the unknot.

The implication (1) =⇒ (3) of this conjecture is true for 2-bridge links [21], and also
for alternating links with det = 1. The latter follows from the proof of Theorem 3.
The equivalence of (1) and (3) has been verified for odd wheel links, and for prime
alternating knots with 12 or fewer crossings, including 12a360 and 12a1237. As before,
we have (1) =⇒ (2) by the work of Greene and Jabuka, Theorem 6.1. The implication
(2) =⇒ (1) is also known to be true for 2-bridge links, though this is not written down
in full [14, 21]. With care one can sometimes recursively build up Kirby diagrams as
in Figure 8 by working one expansion at a time. One might hope that this approach
could lead to a proof of (3) =⇒ (1) in Conjecture 7.5.
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